
STATISTICS FOR
ANALYTICAL CHEMISTRY
Third Edition

J.C. MILLER
Wyggeston and Queen Elizabeth 1 College, Leicester

J.N. MILLER
Senior Pro-Vice Chancellor, Loughborough University
of Technology

ELLIS HORWOOD PTR PRENTICE HALL
NEW YORK LONDON TORONTO SYDNEY TOKYO SINGAPORE

 
 

  
© 2008 AGI-Information Management Consultants   

May be used for personal purporses only or by  
libraries associated to dandelon.com network. 



Table of contents

Preface 7

Preface to the second edition 9

Preface to the third edition 11

Glossary of symbols 13

1 Introduction
1.1 Analytical problems 15
1.2 Errors in quantitative analysis 16
1.3 Types of error 17
1.4 Random and systematic errors in titrimetric analysis 21
1.5 Handling systematic errors 24
1.6 Planning and design of experiments 28
1.7 Calculators and computers in statistical calculations 29
Bibliography 31
Exercises 32

2 Errors in classical analysis — statistics of repeated measurements
2.1 Mean and standard deviation 33
2.2 Distribution of errors 35
2.3 The sampling distribution of the mean 40
2.4 Confidence limits of the mean 41
2.5 Presentation of results 44
2.6 Other uses of confidence limits 45
2.7 Propagation of random errors 46
2.8 Propagation of systematic errors 50
Bibliography 51
Exercises 51



Table of contents

Significance tests
3.1 Introduction 53
3.2 Comparison of an experimental mean with a known value 53
3.3 Comparison of the means of two samples 55
3.4 Paired /-test 58
3.5 One-tailed and two-tailed tests 59
3.6 F-test for the comparison of standard deviations 60
3.7 Outliers 62
3.8 Analysis of variance 65
3.9 Comparison of several means 66
3.10 The arithmetic of ANOVA calculations 69
3.11 The chi-squared test 71
3.12 Testing for normality of distribution 72
3.13 Conclusions from significance tests 75
Bibliography 77
Exercises 77

Quality control and sampling
4.1 Introduction 81
4.2 Sampling 81
4.3 Separation and estimation of variances by using ANOVA 83
4.4 Sampling strategy 84
4.5 Collaborative trials: introduction 85
4.6 Two-sample plots 86
4.7 Preparing a collaborative trial 87
4.8 Calculations in collaborative trials 89
4.9 Control charts 92
Bibliography 98
Exercises 98

Errors in instrumental analysis; regression and correlation
5.1 Instrumental analysis 101
5.2 Calibration graphs in instrumental analysis 102
5.3 The product-moment correlation coefficient 104
5.4 The line of regression ofy on x 109
5.5 Errors in the slope and intercept of the regression line 110
5.6 Calculation of a concentration 112
5.7 Limits of detection 115
5.8 The method of standard additions 117
5.9 Use of regression lines for comparing analytical methods 120
5.10 Weighted regression lines . 124
5.11 Curvilinear regression — introduction 128
5.12 Curve fitting 133
5.13 Outliers in regression 137
Bibliography 139
Exercises 139



Table of contents 5

6 Non-parametric and robust methods
6.1 Introduction 142
6.2 The median: initial data analysis 143
6.3 The sign test 146
6.4 The Wald-Wolfowitz runs test 148
6.5 The Wilcoxon signed rank test 149
6.6 The Wilcoxon rank sum test and related methods 152
6.7 Non-parametric tests on more than two samples 155
6.8 Rank correlation 158
6.9 Non-parametric regression methods 159
6.10 Robust methods 161
6.11 The Kolmogorov test for goodness of fit 165
6.12 Conclusions 167
Bibliography 167
Exercises 168

7 Experimental design, optimization and pattern recognition
7.1 Introduction 169
7.2 Randomization 170
7.3 Blocking 170
7.4 Two-way ANOVA 171
7.5 Latin squares 174
7.6 Nested and cross-classified designs 175
7.7 Interaction 175
7.8 Factorial versus one-at-a-time design 181
7.9 Factorial design and optimization 181
7.10 Alternating variable search method of optimization 185
7.11 Method of steepest ascent 188
7.12 Simplex optimization 190
7.13 Pattern recognition 193
7.14 Supervised learning methods 197
7.15 Unsupervised learning methods 199
Bibliography , 201
Exercises 201

Solutions to exercises 204

Appendix 1 Summary of statistical tests 220

Appendix 2 Statistical tables 222

Index 228


