
Griffin's Exercises in Statistics and Related Subjects

Exercises in
Mathematical Economics
and Econometrics
with Outlines of Theory

J. E. Spencer, B.Sc.(Econ.)
Professor of Economics, The New University of Ulster

R. C. Geary, D.SC, D.Econ.Sc.
Consultant, The Economic and Social Research Institute, Dublin

CHARLES GRIFFIN & COMPANY LTD

London and High Wycombe



CONTENTS

Preface page vii

1 CLASSICAL OPTIMIZATION TECHNIQUES WITH ECONOMIC
APPLICATIONS 1
I Theory 1

1.1 Introduction 1
1.2 The unconstrained case 1
1.3 The constrained case 4
1.4 Example: the theory of consumer behaviour 7

II Exercises 14
III Answers to Exercises, and Notes 19

2 LINEAR PROGRAMMING 44
I Theory 44

2.1 The problem 44
2.2 The dual problem 45
2.3 Linear equations 48
2.4 The simplex method 52
2.5 The Lemke-Howson method 59
2.6 Further notes 64

II Exercises 69
III Answers to Exercises, and Notes 73

3 NONLINEAR PROGRAMMING 98

I Theory 98
3.1 The Kuhn-Tucker conditions 98
3.2 Quadratic programming 104
3.3 Duality theory 109
3.4 The Arrow—Hurwicz gradient method 111
3.5 Further note 112

II Exercises 113
III Answers to Exercises, and Notes 117

4 THE THEORY OF GAMES 139

I Theory 139
4.1 Two-person non-cooperative games 139
4.2 Introduction to the algorithm 143
4.3 The Lemke—Howson algorithm 146
4.4 The two-person constant-sum game 149
4.5 ^-person games 155
4.6 Some concluding comments 159

II Exercises 160
III Answers to Exercises, and Notes 164



vi CONTENTS

5 MULTIPLE REGRESSION 188

I Theory 188
5.1- Estimation of the coefficients 188
5.2- Significance of coefficient estimates 189
5.3 Significance of estimate of dependent variable 190
5.4 Confidence limits of forecast 192
5.5 Assessment of residual randomness 193
5.6 Significance of difference in coefficient vector 194
5.7 Non-regular errors 194
5.8 Dynamics and lagged dependent variables 199

II Exercises 204
III Answers to Exercises, and Notes 210

6 SIMULTANEOUS EQUATIONS 246

I Theory 246
6.1 Setting of the problem 246
6.2 The disturbance term 247
6.3 Reduced form 248
6.4 Maximum likelihood (ML) estimation 248
6.5 Application of ML to simultaneous equation estimation 252
6.6 ML estimation in the normal case 254
6.7 Reduced form {continued) 256
6.8 Identification 256
6.9 Two-stage least squares (2SLS) 260

6.10 Theil A>class estimators 262
6.11 Limited-information least-generalized residual variance

estimators 262
6.12 Three-Stage least squares (3SLS) 264

' 6 . 1 3 Forecasting 267
6.14 Study of constructed Example I 268
6.15 Study of constructed Example II 285

II Exercises 292
III Answers to Exercises, and Notes 297


